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Outline – Three parts

• Part 2 — Explainable Attribution Mechanisms
n Subset Ranking-based Attribution
n Explaining Autoregressive MLLM

• Part 3 — Attribution-guided Learning
n Prior-Aligned Training with Attribution Constraints
n Counterfactual Data Augmentation

• Part 1 — Why Explainable AI?
n Background
n Evolution of Attribution Techniques
n Challenges



1 Why We Need Explainable AI?

The reliability and security of agents’ decisions are the core challenges in their
practical applications, which directly determine whether they can be reliably
deployed in the real world and win the trust of users.

Autonomous Drive HealthcareFinancialEducation

So we need explainable AI!
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An Example of Image Attribution: The main objective in attribution techniques
is to highlight the discriminating variables for decision-making.

1 What's Attribution?



1 Evolution of Attribution Techniques
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Deng, Huiqi, et al. "Unifying fourteen post-hoc attribution methods with taylor interactions." TPAMI 46.7 (2024): 4625-4640.

Deng et al. formulate the model’s decision process using a Taylor expansion.

1 Challenges of Attribution



Interaction：The nonlinear relationship among input elements. In general, the 
stronger the nonlinearity, the more complex the interaction is considered [1,2].

[1] Chen, Lu, et al. “Can LLMs Reason Soundly in Law? Auditing Inference Patterns for Legal Judgment." ICLR 2026.
[2] Deng, Huiqi, et al. "Unifying fourteen post-hoc attribution methods with taylor interactions." TPAMI 46.7 (2024): 4625-4640.
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The more combinational effects that exist (i.e.,           ), the more complex the 
interactions are considered, and consequently, the more difficult attribution becomes.
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1 Overview of This Talk

Explainable Attribution Mechanisms Attribution-guided Learning
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Efficient Attribution: LIMA (Preprint 2025)
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This framework summarizes the main research pipeline from explainable attribution 
mechanisms to attribution-guided learning for reliable multimodal models.



2 Subset Ranking-based Attribution

ØReformulate the attribution problem as a
submodular subset selection problem;

max
)⊆+, ) ,-

ℱ 𝑆

ØEmploy regional search to expand the sub-
region set to alleviate the insufficient
dense of the attribution region;

ØA novel submodular mechanism is
constructed to limit the search for regions
with wrong class responses.

Divide the image into a set of small sub-regions and ranking the
sub-regions according to their importance.
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2 Subset Ranking-based Attribution — Method

Input Image !
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• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 



2 Subset Ranking-based Attribution — Method
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• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 



2 Subset Ranking-based Attribution — Method
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• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 



2 Subset Ranking-based Attribution — Evaluation Metrics

Insertion AUC score

Insertion AUC follows the reverse procedure of Deletion, 
beginning with a baseline image and gradually inserting 
the most important variables. A faster increase in the
model score indicates that the explanation method more
accurately identifies decision-relevant evidence.

Insertion $ = 𝑓 𝑥 %%𝒖&%'

Deletion AUC score

Deletion AUC measures the decrease in the model score 
when important variables are set to a baseline state. 
Intuitively, a sharp drop indicates that the explanation
method has effectively identified the variables that are
critical to the model’s decision.

Deletion ! = 𝑓 𝑥 "𝒖#""

Petsiuk, Vitali, Abir Das, and Kate Saenko. "Rise: Randomized input sampling for explanation of black-box models.” BMVC. 2018.

Faithfulness Evaluation Metrics



2 Subset Ranking-based Attribution — Evaluation Metrics

Zhang, Jianming, et al. "Top-down neural attention by excitation backprop." International Journal of Computer Vision 126.10 (2018): 
1084-1102.

Location Metrics

Point Game

PG accuracy is computed by locating the
most salient coordinate in the attribution
map and recording a hit if it falls within the
ground-truth object region (either a bounding
box or an instance mask), after which the
final score is obtained by averaging the hit
indicator over all test objects.

person: 0.92 person: 0.92

Explanation A Explanation B

The most salient point is located 
inside the explained target object.

The most salient point is located 
outside the explained target object.

Better explanation under PG metric Poor explanation under PG metric

Note that this metric is only meaningful when
the model achieves sufficiently strong
performance and remains free of bias.



2 Subset Ranking-based Attribution — Experiments
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• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 



2 Subset Ranking-based Attribution — Experiments
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Phenomenon: The larger the model and pre-training scale, the more wrong the prediction results are, 
the more complex the internal interactions are, and the more difficult the attribution is.

• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 



Alleviate the problem of insufficient granularity of attribution regions, thereby improving the fidelity of existing
attribution algorithms (deletion\insertion) by 30.9% and 41.7%; discover the cause of model misprediction, and
improve attribution performance (highest confidence\insertion) by 63.8% and 127.2%

Natural Image Modality Medical Image Modality

Audio Modality

• Ruoyu Chen, et al. “Less is More: Fewer Interpretable Region via Submodular Subset Selection.” ICLR 2024. (Oral Presentation, 1.16%)
• Ruoyu Chen, et al. “Less is More: Efficient Black-box Attribution via Minimal Interpretable Subset Selection.” Preprint 2025. 

2 Subset Ranking-based Attribution — Experiments



p On Grounding DINO, the faithfulness of MS COCO, LVIS, and RefCOCO is improved
by 23.7%, 31.6%, and 20.1%, respectively.
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2 Subset Ranking-based Attribution — Experiments

Ruoyu Chen, et al. “Interpreting Object-level Foundation Models via Visual Precision Search.” CVPR 2025. (Highlight, 2.98%)



p Explaining Failures (Hallucinations): Explaining failure examples in visual localization and object
detection tasks, outperforming existing methods on multiple evaluation metrics.
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2 Subset Ranking-based Attribution — Experiments

Ruoyu Chen, et al. “Interpreting Object-level Foundation Models via Visual Precision Search.” CVPR 2025. (Highlight, 2.98%)



2 Explaining Autoregressive MLLM

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.
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2 Explaining Autoregressive MLLM — Method

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.
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image.

Input Image !

MLLMs ! …

SLICO Super-pixel
Segmentation

Sparse Image
…

Sub-region Set !

Sub-region 
example:

Answer: The image depicts a serene 
beach scene with a person and a dog.

Objective 
function

Logits

Token poisons: ! = {1,2,3, … }
Vocabulary: * = { The, image, depicts, …}

Select

Insight

Necessity

Ranking

1: and, beach, 
person, dog2: dog

3: person
4: beach

Rank 1 Rank 2 Rank 3 Rank 4

…

Ordered set "

Loop
Search

Attribution Score
Assessment

High

Low
Visual Attribution Map

Greedy Search

Gradually reveal important perception regions

‘beach’
+! = 6

‘image’
+! = 2

‘person’
+! = 10

Generated 
Tokens

…

Influence score 
computing

Influence 
score

." = 0.031

.# = 0.881

Perc. of image revealed

Perc. of image revealed

Perc. of image revealed

.$% = 0.767

Explaining Autoregressive Generation Language Prior vs. Perception

………

N
or

m
al

iz
at

io
n

Multimodal LLM Generation Explanation Results

Vision

Lang.

Modality Relevance Explanation:

High

Low
Visual Attribution Map

Visual Explanation:



2 Explaining Autoregressive MLLM — Sentence-level Explanation

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Image Caption Interpretation
LLaVA-CAM IGOS++ (w/ GNC) EAGLE (Ours)

🌋 LLaVA-1.5 
7B

Qwen2.5-VL 
7B

InternVL3.5 
4B

Captioning: A yellow 
boat with the words 
Chicago Water Taxi on 
the side.

Captioning: A soccer 
player in white uniform 
dribbles a ball on a 
grass field near a 
goalpost.

Captioning: A woman in 
a warrior costume smiles 
while talking on a phone.



2 Explaining Autoregressive MLLM — Sentence-level Explanation

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Visual Question Answering Interpretation
LLaVA-CAM IGOS++ (w/ GNC) EAGLE (Ours)

Question: Is the door of the
truck cab open?

Answering: Yes, the door of
the truck cab is open.

Question: Is there any
accessory on the wrists?

Question: Can you see
people in this image?

Answering: Yes, there
appears to be a watch on
the wrist of the person
typing on the keyboard in
the image.

Answering: No, there are
no people visible in this
image. It shows the Dome
of the Rock with its golden
dome and surrounding trees.

🌋 LLaVA-1.5 7B

Qwen2.5-VL 7B

InternVL3.5 4B



2 Explaining Autoregressive MLLM — Word-level Explanation

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

🌋 LLaVA-1.5 7B

Qwen2.5-VL 7B

InternVL3.5 4B

Captioning: A bird is 
standing on a rock near the 
ocean.

Captioning: A shirtless 
skateboarder performs a 
trick mid-air over stairs.

Captioning: A blue and 
white train is arriving at a 
station with a \"3\" sign on 
the platform.

LLaVA-CAM IGOS++ (w/ GNC) TAM EAGLE (Ours)



2 Explaining Autoregressive MLLM — Explaining Hallucination

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

! LLaVA-1.5 7B

IGOS++ (w/ GNC)

TAM

EAGLE (Ours)

Qwen2.5-VL 7B InternVL3.5 4B

Question: Is there a snowboard in the image?
Hallucination Map

Hallucination Map

Question: Is there a bicycle in the image?

Hallucination Map

Hallucination Map

Hallucination Map

Hallucination Map

Hallucination Map

Hallucination Map
Question: Is there a spoon in the image?

Hallucination Map

Maybe a 
motorbike



2 Explaining Autoregressive MLLM — More Tasks

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Q: In which country is this event taking place? 
Give me the detailed reasoning process.

Q: Describe the image in one factual English 
sentence of no more than 20 words. Do not include 
information that is not clearly visible.

frame 1 frame 3 frame 5

frame 7 frame 10

Long-horizon reasoning explanation Video-based explanation



2 Explaining Autoregressive MLLM — API Explanation

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Q: Describe the image in one factual English 
sentence of no more than 10 words. Do not 
include information that is not clearly visible.

GPT-5.2 Qwen 2.5 VL

Q: Describe the image in one factual English 
sentence of no more than 20 words. Do not 
include information that is not clearly visible.



2 Explaining Autoregressive MLLM — Acceleration

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Q: Describe the image in one factual English sentence of no more than 20 words. Do not 
include information that is not clearly visible
A: A cat sits on a branch among green bananas and large leaves against a clear blue sky.

Greedy Search:  514.5 s Early Stop (w/ Sliding window):  25.6 s



2 Explaining Autoregressive MLLM — Shortcut Discovery

Ruoyu Chen, et al. “Where MLLMs Attend and What They Rely On: Explaining Autoregressive Token Generation.” Preprint 2025.

Q: The Statue of
Liberty is holding
a torch?

Original Image
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3 Attribution-guided Model Training Enhancement
Conceptual:

Attribution-guided model training enhancement, using attribution methods to guide model
training, so as to improve the rationality of model attribution or improve model performance.

ℒ = ℒ$%&' 𝑓( 𝑋 , 𝑌

$%&' &)*+,-.&./0
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2)3%0 *,./, %5.603+0$

+ 𝜆7ℒ,+ 𝒜 𝑓( 𝑋4 , 𝑌

%$$,.8)$./0 ,+6)5%,.9%$./0

+ 𝜆:𝜀ℒ$%&' 𝑓( 𝑇;) 𝒜,𝑋4, 𝑌 , 𝑌
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Attribution rationality
enhancement

Model performance
enhancement

Input 
Data Model Attribution

Feedback 
mechanism

Loop

Accurately 
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Revise 
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Ruoyu Chen, et al. Where Not to Learn: Prior-Aligned Training with Subset-based Attribution Constraints for Reliable Decision-Making. Preprint 2026.

3 Prior-Aligned Training with Attribution Constraints
• Reliable models should not only predict correctly, but also justify decisions 

with acceptable evidence.
• The causal reasonableness of model behavior can be regulated through 

constraints induced by human prior knowledge.



Ruoyu Chen, et al. Where Not to Learn: Prior-Aligned Training with Subset-based Attribution Constraints for Reliable Decision-Making. Preprint 2026.

3 Prior-Aligned Training with Attribution Constraints
• When attribution methods are sufficiently faithful, they can be used to assess whether model 

decisions align with human cognition. 
• When model decisions conflict with human common sense or perception, attribution helps 

identify and suppress untrustworthy predictions.

ℒ'()*+ =9
,&!

-

ℱ 𝑠, < 𝐼 𝑠, ∈ 𝐻,

attribution value of the most 
important subregion

a binary indicator denoting
whether 𝑠! is contained in
the human-prior region

Physical interpretation: For each training sample 𝑖, no
penalty is applied when the most important attribution
region s$ lies within the human-prior region. Otherwise,
its explanatory contribution is constrained by
suppressing the corresponding submodular value ℱ s$ .

A training batch contains 
𝑏 samples.

Label: dining table

Tr
ai

ni
ng

 s
te

p 
1 Suppress this 

region activation

Tr
ai

ni
ng

 s
te

p 
2 Suppress this 

region activation
No intervention 
required

Training Step 1’s 
attribution map

Training Step 2’s 
attribution map

Training Step N’s 
attribution map

If the most important attribution region is outside the human
prior, its activation is iteratively suppressed while other regions
remain unchanged; once it falls within the prior region, no
further constraint is applied.
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3 Prior-Aligned Training with Attribution Constraints

Evaluation on Image Classification

Ø Our method improves model 
performance.

Ø It also enhances the causal 
reasonableness of model 
decisions.
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3 Prior-Aligned Training with Attribution Constraints
Evaluation on GUI Agent OursSFT (LoRA)

Instruction Instruction

OursSFT (LoRA)

Click the 
follow button 
for another 
Weibo user 
on the page.

Click on the 
blogger's avatar 
above any blog 
post to enter the 
blogger's 
homepage.

{"thought":"There is a Weibo post on
this page that requires following. Tap the
blogger’s Comment button to
follow.","POINT":[50,758]}

{"thought":"The Weibo page shows
content related to ‘Hot Waves Island’.
Tap a Weibo user’s avatar to follow the
uploader.","POINT":[789,754]}

{"thought":"Tap the blogger’s avatar
above a post to enter the blogger’s
homepage. There are multiple blogger
avatars on the page to choose
from.","POINT":[484,300]}

{"thought":"Tap the blogger’s avatar above
a post to enter the blogger’s homepage. The
avatar is usually at the top-right of the post.
By tapping it, the blogger’s profile opens to
view more posts.","POINT":[484,450]}
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3 Consistency between Decision and Attribution
Evaluation on GUI Agent

Instruction

OursSFT (LoRA)

Click the 
checkmark 
button in 
the upper 
right corner.

{“thought”:“After setting the alarm, tap 
the checkmark button in the top-right 
corner to save the settings.”, 
"POINT":[888,100]}

{"thought":"After setting the alarm, 
tap the checkmark button in the top-
right corner to save the 
settings.","POINT":[894,100]}
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3 Failures
Evaluation on GUI Agent OursSFT (LoRA)

{“thought”:“After following, tap 
the Follow button.”, 
"STATUS":"finish"}

{"thought":"After following,
complete the task by tapping
the Follow button to follow the
uploader.","STATUS":"finish"}

Instruction
Follow the 
blogger by 
clicking the 
plus sign 
below their 
profile 
picture on 
the right 
side of the 
video.
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3 Consistency Between Attribution and Decision-making 
True Decision Wrong Decision

p We analyze the model’s 
reasoning process 
through attribution and 
compare the resulting 
attribution map with the 
model’s decision outcome.

p Low consistency between 
them implies a high 
probability of erroneous 
prediction, indicating 
potential use for 
hallucination detection.
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A

B

Why A But 
Not B ?

Original Decision Boundary

Revised Decision 
Boundary

3 Counterfactual Data Augmentation
During data-driven training, the model may rely on a subset of underlying causes rather than 
comprehensively capturing the full causal structure, which can result in biased representations and decisions.

Few-shot Sceneries 



Solution: We propose an interpretable feedback loop to make model training transparent, using
explainable methods to locate and correct potential model flaws. A counterfactual explanation approach is
designed to reveal bias information and refine the feature space through counterfactual augmentation.
Theoretically, the empirical risk is proven to decrease relative to the baseline: 1 − %
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3 Counterfactual Data Augmentation
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3 Counterfactual Data Augmentation
Experimental results show state-of-the-art performance on few-shot detection benchmarks,
compatibility with multiple baselines and backbones (including CNNs and ViTs), and theoretical
guarantees on the generalization error bound.



Anomaly Monitoring: Evaluate the reliability of the current model decision by
explaining whether the attribution is abnormal, and use online repair methods to
dynamically repair model defects at low cost.

Human 
Experience

Ad Agent

Human Prior Consist.

Online Monitoring

Input Image

Green light，go forward
Attribution anomaly

Decision warning
Attribution

Attribution Map

Decision

Attribution Prior 
Distribution Consistency

Consistency
Statistics:
-Mean；
-STD；

Prior 
Distribution

Consistency

Original Attribution Cross-modal
Attribution

AD Agent

Model repair:
Eliminate 
abnormal 
attention or 
features

Pedestrians ahead, stop

Light

Anomaly 
location

Model Online Repair

Repair

Factual Consistency

Future Outlook
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Thanks for listening!
Any questions?

Ruoyu Chen


